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Abstract
Research Summary: There is considerable debate

about how firms should adapt to environmental dyna-

mism. Theoretically, some scholars suggest that with

increasing dynamism, firms should explore more,

whereas others argue that firms should explore less.

Empirical evidence remains mixed. We attempt to rec-

oncile these mixed findings by (a) distinguishing

between two facets of exploration—exploration propen-

sity versus exploration breadth, and (b) recognizing that

firms may make these two decisions using different

decision-making processes. Using a computational

model we show that with increasing environmental

dynamism, for high performance, (a) firms' exploration

propensity may increase, decrease, or stay the same

depending on their decision-making process, but

(b) firms' exploration breadth always increases. Our

results help explain the mixed findings in this domain

and have implications for future empirical work.
Managerial Summary: Responding to dynamic envi-

ronments is challenging for managers. There is limited
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support for the intuition that firms should explore more

in more dynamic environments. We recognize that

exploration decisions in firms are temporally and hier-

archically separated—senior managers first decide how

much to explore and middle managers then decide

which projects to fund. In this research, we use a com-

putational model to unpack how these two facets of

exploration may change in dynamic environments for

firms to maintain high performance. We find that as

dynamism increases, how much firms explore depends

on how sensitive their decision-making process is to the

perceived attractiveness of the different options, but

when they explore, they should always choose options

further away from their status-quo.
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1 | INTRODUCTION

In dynamic environments, firm performance critically hinges upon finding an appropriate bal-
ance between the pursuit of new knowledge—exploration—versus the use of existing
knowledge—exploitation (Levinthal & March, 1993; March, 1991; O'Reilly & Tushman, 2013).
Understanding how firms should balance the need for exploration versus exploitation in more
dynamic environments is of increasing practical importance, and CEOs are keenly aware that
their firms are competing in rapidly evolving industries. In response, academics have generated
an avalanche of research on how firms should adapt to environmental dynamism (turbulence).
However, currently, there is no consensus on how they should respond to increasing environ-
mental turbulence.

Some scholars theoretically argue that exploration should increase with turbulence
(Eisenhardt & Martin, 2000; Kim & Rhee, 2009; Siggelkow & Rivkin, 2005), whereas others
argue that it should decrease (Keller & Rady, 1999; Posen & Levinthal, 2012; see also population
ecology scholars Hannan & Freeman, 1984). Empirical evidence about the relative importance
of exploration versus exploitation as environmental change increases is also mixed. Some stud-
ies have found that with increasing dynamism, firms should increase exploration (Jansen
et al., 2006; Nadkarni & Narayanan, 2007; Wang & Li, 2008), while other research has suggested
that they should decrease exploration (Amburgey et al., 1993; Barnett, 1994; Barnett &
Freeman, 2001; Marino et al., 2015; Ruef, 1997; Schilke, 2014).

We believe current conceptual frameworks are ill-equipped to explain this discrepancy in
empirical work because they employ a unitary actor perspective that does not reflect the empiri-
cal reality that explore-exploit decisions in most organizations are made hierarchically. Empiri-
cal work has identified two distinct facets to exploration (Billinger et al., 2021): (a) exploration
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propensity measuring whether to search (a little, a lot) and (b) exploration breadth, measuring
where to search (narrowly, adjacent to current activities, or broadly pursuing new technical or
market domains). Practitioners and recent scholarly work not only distinguish between these
two facets of exploration but also suggest that they are temporally and organizationally sepa-
rated (Criscuolo et al., 2017; Rigby & Zook, 2002).

In addition, if exploration decisions are made by different people at different times, it is also
likely that they follow different decision-making processes; they may be evaluative, that is,
choosing alternatives based on a careful evaluation of their relative merit, or nonevaluative, that
is, choosing alternatives in a more random, lottery type process. Although the firm's decision-
making process will likely influence its performance in stable versus turbulent regimes, this
aspect has remained uninvestigated.

Modeling organizational explore-exploit decisions as hierarchically made using different
decision processes is thus the next step in building our cumulative knowledge on how firms
should respond to environmental dynamism. We add to prior work by Posen and Levinthal
(2012) and build a computational model that separates these two facets of exploration—
exploration propensity and exploration breadth. In addition, we model two different decision
processes that firms may use to make these decisions. Drawing on Billinger et al. (2021), in our
model, organizations first decide how much to search and then decide how widely to search. In
each stage, the organization could either make this decision using an evaluative or non-
evaluative decision process.

We find that to improve performance in increasingly dynamic environments, (1) firm's
exploration propensity may increase, decrease, or stay the same, depending on the decision-
making process (i.e., whether it is evaluative or nonevaluative), and (2) firm's exploration
breadth always increases, although the extent to which it increases depends on the decision pro-
cess. In our model, increasing exploration breadth increases knowledge about which alterna-
tives are attractive. Since in dynamic environments, alternatives' attractiveness can change
unpredictably, broad exploration will help increase knowledge. However, such broad explora-
tion simultaneously increases the firm's exploration cost, as it samples and discards many bad
alternatives. Exploration propensity controls how often the firm explores and thus directly con-
trols cost, and is sensitive to the decision-making process managers use. These findings partially
explain current mixed findings from prior work as special cases of our more general framework
and have significant implications for future empirical work.

2 | LITERATURE REVIEW

2.1 | Empirical results are conflicting and inconclusive

Empirical work related to organizational adaptation and learning in dynamic environments has
thus far produced conflicting results, suggesting that exploration should increase, decrease, or
even stay the same as environmental dynamism increases. These studies have used varied mea-
sures of exploration and dynamism and used differing logics to argue their propositions.

Several studies have suggested that firms should explore more when the environment is
dynamic. Empirical work has shown that in dynamic environments, proxies for greater explora-
tion, such as exploring new knowledge domains (Wang & Li, 2008), new products and markets
(Jansen et al., 2006), increasing top management attention to innovation and considering a
wider variety of information (Eisenhardt, 1989; Garg et al., 2003), strategic variety and flexibility
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(Larrañeta et al., 2014; Nadkarni & Narayanan, 2007), and introducing a wider range of product
features (Klingebiel & Joseph, 2016) are associated with positive financial performance, and to
related measures such as innovation and faster product development (Eisenhardt &
Tabrizi, 1995; Sidhu et al., 2007). These scholars often argue that the value of exploration
increases in dynamic environments because new opportunities can be discovered (Bourgeois &
Eisenhardt, 1988; Kim & Rhee, 2009; Siggelkow & Rivkin, 2005). The theoretical basis for their
empirical work is that when new opportunities are fleeting, increasing exploration allows firms
to seize them as they arise (Jansen et al., 2006).

In contrast, a few studies have found that firms that explore less in dynamic environments
are better off. Schilke (2014) finds that the value of dynamic capabilities reduces in dynamic
environments, while Markovitch and O'Brien (2021) found that increases in R&D intensity are
associated with a lower Tobin's q. In a similar vein, studies have shown that increasing product
changes or new product introductions backfires in more dynamic environments (Amburgey
et al., 1993; Barnett & Freeman, 2001; Marino et al., 2015). These scholars suggest that environ-
mental dynamism increases the quantity and complexity of information processing for making
good decisions (Karim et al., 2016), by which time the environment has changed again
(Posen & Levinthal, 2012; also see arguments by population ecology scholars, Hannan &
Freeman, 1984; Ruef, 1997; Wholey & Brittain, 1989). In other words, as environmental shocks
become too frequent, the useful life of new information is too short to cover the cost of
obtaining it (Posen & Levinthal, 2012). Accordingly, exploration is only effective if the fre-
quency of change is not too high (Keller & Rady, 1999).

2.2 | Empirical results appear to be sensitive to measurement

Lavie et al. (2010) have argued that considerable heterogeneity exists in the literature on how
scholars define and measure exploration (and exploitation). They further suggest that these het-
erogeneous measures have significantly impeded knowledge cumulation in this area and note
that “results are highly sensitive to particular operationalization” (p. 118).

Many scholars have assumed that a centralized unitary actor makes exploration decisions
and have captured how often or how much resources were devoted to exploration vis-à-vis
exploitation activities. For example, several studies have measured exploration as R&D spend-
ing, whereas others measure exploration as the extent of new products or activities
(Greve, 2003; Gaba & Greve, 2019; Lee & Meyer-Doyle, 2017; Schilke, 2014). These scholars,
however, only capture whether the firm does something new, not how novel it is, although the
assumption that increased spending increases novelty is implicit in most work. For example,
increasing R&D budgets may result in the pursuit of projects that are close to or distant from
the firm's existing projects; new products may be incremental improvements of existing ones or
may pursue radically different technology or market opportunities. To capture this dimension,
other scholars have measured exploration explicitly as search breadth or scope (Jansen
et al., 2005; Larrañeta et al., 2014; Sidhu et al., 2007; Wang & Li, 2008).

Thus, prior research has considered at least two distinct decision dimensions of
exploration—how much to search (not at all, a lot) versus how broadly to search (locally, adja-
cent to current activities, or distally, in new domains). Recognizing this, scholars have mea-
sured exploration using scales that combine these two dimensions (Cao et al., 2009; Heij
et al., 2014; Jansen et al., 2012; Lavie et al., 2011; Stettner & Lavie, 2014). However, in line with
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Billinger et al. (2021), we expect that treating these two dimensions as distinct, yet
interdependent decisions may yield superior insights.

2.3 | Different measures may reflect different decision processes

Implicit in much of this work is the considerable heterogeneity in assumptions regarding firms'
decision-making process about their exploration choices that is reflected in the different mea-
sures. Qualitative and anecdotal evidence suggests that managers do distinguish between these
two aspects of exploration, and that they are temporally and organizationally separated
(Rigby & Zook, 2002). Recognizing this distinction also suggests that firms may make these two
decisions using different processes.1

Prior work that mainly adopts the unitary actor view of firm exploration decisions already
implicitly suggests different decision processes. One implicit process is that managers pursue
something new (explore) because they value novelty, often because their existing options pro-
duce results below their aspiration levels or because they have slack (Greve, 2003, 2007). In con-
trast, qualitative work in strategic decision-making in turbulent environments often describes a
more deliberative process where managers constantly evaluate their current products and strat-
egies against alternatives and explore only when they believe that these alternatives may be
superior to status quo (Bhardwaj et al., 2006; Brown & Eisenhardt, 1997; Eisenhardt, 1989;
Tripsas & Gavetti, 2000). These two kinds of decision-making may be applied to one or both
facets of the exploration decision. Scholarly and managerial work that takes a more hierarchical
view of how exploration decisions are made in firms describes alternative ways by which these
firms decide on the two facets of exploration. We detail these below.

2.3.1 | Standard decision process

A common process involves a higher-level manager such as the CEO deciding on exploration
propensity, such as R&D budgets (as opposed to say, the budget for operational excellence;
cf. Benner & Tushman, 2003), but delegates the decision on which projects are funded to a sec-
ond decision maker such as an R&D committee (Criscuolo et al., 2017). For example, during
COVID, Pfizer's senior leadership not only increased its R&D budget, but also tasked R&D
leaders to increase their search breadth and evaluate more candidates (Bourla, 2021). Similarly,
government departments such as the Department of Energy, NIH, or NSF set aside funding for
research by legislation, and an expert committee evaluates proposals and decides whether to
fund well-understood or novel projects. We believe this process is very common and label it the
standard process going forward.

It is important to note that in the standard process, often the increase in R&D budgets is
reflexive to increasing turbulence, and not necessarily because any potential opportunity
is superior to the firms' current best practice. For example, Gates said Microsoft “would con-
tinue to boost spending to invest in future technology and pour as much as $6.9 billion on R&D
during its current fiscal year,”2 while Bourla said the first thing he did after becoming CEO of
Pfizer was to increase R&D budget from $6 billion to $11 billion to build infrastructure that will

1We thank an anonymous reviewer for suggesting we model the different decision processes.
2https://www.hpcwire.com/2003/08/01/microsoft-to-increase-rd-budget/, retrieved June 6, 2024.
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help the company weather disruptions.3 Note that these decisions to increase R&D budgets
were not made because these firms were doing something suboptimal but with the desire to
explore and gain knowledge about other alternatives. Thus, in the standard process, the first
stage (propensity) decision is nonevaluative, whereas the second stage (breadth) decision is
evaluative.

2.3.2 | Evaluative decision process

Other managers are very deliberative about whether to spend money on exploration activities,
constantly comparing their current strategies or product offerings to other potential alterna-
tives. For example, Eisenhardt (1989) described a process where the CEO and their close advi-
sors evaluated alternatives and set direction, which other executives tried to achieve. In some of
the cases she describes, the decision was to stick to their current strategy, and enhance their
core product offering rather than develop new ones (also see Bourgeois & Eisenhardt, 1988).
Similarly, Klingebiel and Joseph (2016) document an exploration process in the mobile phone
industry, where senior executives make portfolio wide decisions on breadth and speed of feature
introduction by comparing their current portfolio with that of competitors, and middle man-
agers execute those decisions by evaluating different alternatives. The more managers believe
their current strategy is superior, such as strong belief about the superiority of the consumables
business model in Polaroid (Tripsas & Gavetti, 2000), the less likely they are to explore. For
example, Steve Jobs implemented such an evaluative process when he turned around Apple in
2000, when he said “I am going to wait for the next big thing” (quoted in Rumelt, 2011; p14),
and until then pursued a strategy of cost reduction rather than innovation. We henceforth call
this the evaluative process. Thus, in the evaluative process, the first stage (propensity) decision
as well as the second stage (breadth) decision are evaluative. Recall that such evaluation is
absent in the first stage of the standard process. Incentives, leadership, and cultural factors can
influence how much a firm explores even with identical evaluations.

2.3.3 | Lottery decision process

In both the standard and evaluative processes, the second decision on exploration breadth is
evaluative, where a committee evaluates the relative attractiveness of proposals and funds them
accordingly. Scholars and practitioners have suggested that this practice tends to favor familiar
ideas over more novel ones (Kahneman, 2003; March, 1994). More familiar proposals that are
closer to the organizations' current processes often appear more attractive at first look com-
pared to more distant alternatives for three reasons. First, due to path dependence (Nelson &
Winter, 1982) and myopia of learning (Levinthal & March, 1993), adjacent technologies often
appear more attractive than novel ones even though the latter may have better long term poten-
tial. Second, since distant technologies are less understood, loss-averse individuals may discount
them more (Tversky & Kahneman, 1973). Finally, decision makers may be experts in more
familiar domains and may fundamentally over-value their expertise in a self-enhancement pro-
cess (Katz & Allen, 1982). Thus, scholars have long suggested that funding committees err on

3https://fortune.com/2022/04/13/pfizer-ceo-albert-bourla-covid-vaccine-development-big-pharma-public-partnership/,
retrieved June 6, 2024.
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the side of overinvesting in familiar technologies even when given the mandate to explore
broadly (Criscuolo et al., 2017).

It is in this context that scholars and practitioners have suggested that the organization may
fund truly novel projects by allocating at least a portion of its resources randomly by a lottery
with no evaluation (Azoulay & Li, 2020; The Economist, 2022). One such example of firms
funding novelty is the funding of central research labs, such as AT&T Bell Labs, Xerox PARC,
Microsoft Research Labs or DuPont Central Research. These labs' budgets were often funded as
a percentage of sales (or profits), decided by senior management, and were given a mandate to
pursue basic science. The funding model utilized a portfolio approach, since it was unclear
which, if any of the projects pursued will prove to be profitable for the company.

We model the lottery process to capture this model for funding innovation, where both the
first stage (propensity) decision and the second stage (breadth) decisions are nonevaluative. Thus,
in the lottery process, the funding committee uses most of its budget to fund the best available
alternative (i.e., to the traditional industrial research) but uses a portion of the budget to fund a
project at random (i.e., to basic science, which is akin to a lottery). Thus, the key decision is
what fraction of the budget to devote to the lottery.

In sum, when we consider that exploration decisions are multi-faceted and organizationally
rooted, different decision processes come into play. Thus, any advice regarding how firms make
exploration decisions in turbulent environments should account for the decision-making pro-
cess for it to be useful. While the three decision processes we describe are not exhaustive, we
believe the first two are fairly common, and the lottery process an interesting alternative, that
was adopted historically by major firms, and is again increasingly discussed in the policy space.

2.4 | Research gap

Explore-exploit decisions in organizations are often made hierarchically and different decision
processes may be involved in making these contingent decisions. Conceptual work thus far
however does not incorporate the hierarchical nature of organizational decision-making when
they consider how firms should respond to environmental turbulence. We can understand nei-
ther the influence of these distinct facets nor the mechanism behind how these different facets
change in different kinds of environmental turbulence by simply examining existing empirical
work more carefully. Since exploration-exploitation research aims to explicate how firms should
adapt their strategies in the face of environmental dynamism, lack of understanding of how dif-
ferent facets of exploration, or the different decision processes affect firm performance repre-
sents an important gap in our knowledge.

3 | MODEL

To answer our research question, we follow prior theoretical research and propose to examine
these contingencies using a computational model. In our simulation, we use a modified version
of the canonical N-armed bandit model that has been widely used in prior research to under-
stand the tradeoff between exploration and exploitation in dynamic environments (Lee &
Puranam, 2016; March, 1996; Posen & Levinthal, 2012; Stieglitz et al., 2016). In the N-armed
bandit model, the agent chooses between uncertain options to maximize their outcomes, and
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the decision-making process is modeled as driven by reinforcement learning (Daw et al., 2006;
Sutton & Barto, 1998).

Reinforcement learning comprises two interrelated processes: (1) the choice process of decid-
ing between exploiting what is currently believed to be the best-performing option for immedi-
ate reward versus exploring other options currently believed to be inferior to gain additional
information; and (2) the adaptive learning process of translating feedback from accumulated
experience into beliefs about the relative attractiveness of the available options (henceforth
beliefs) (Denrell & March, 2001; March, 1996; Sutton & Barto, 1998). These two processes are
closely intertwined, given that choices determine what feedback is received and that beliefs
shaped by learning determine subsequent choices (Li et al., 2009). This tradeoff between gather-
ing and using the acquired information is especially pertinent in changing environments, where
learning from prior experience may be less useful for making choices about future actions (Daw
et al., 2006; Posen & Levinthal, 2012).

3.1 | The task environment

The bandit model consists of N discrete choices or arms. Each arm i at time t provides a normal
distributed payoff with mean μi,t and variance 0.05, where each arm's mean μi,t

� �
is drawn from

N(0.5, 0.05) distribution. We chose this distribution since it has the same mean and variance as
the beta (2, 2) distribution used in prior studies (i.e., Lee & Puranam, 2016; Posen &
Levinthal, 2012), but in addition has desirable properties that allow us to manipulate amplitude
of environmental turbulence while preserving the distribution of the arm means.4

3.2 | Changes to the task environment (or environmental turbulence)

The task environment is subject to exogenous shocks. We modeled environmental shocks as
changes in the mean of the payoff distribution (μit) for each arm, similar to prior work. In our
main model, we change the task environment on only one dimension, the frequency (η) of
shocks. In sensitivity analysis, we also vary the amplitude (λ) of shocks. In our model, we
followed the approach of Posen and Levinthal (2012) by suggesting that shocks probabilistically
alter the payoffs for the arms. When a shock occurs, the payoff probability (μit) for each arm is
independently reset by an independent draw from the same underlying distribution with a
probability of 0.5.5

4Preserving the underlying distribution of arm means is particularly important when we attempt to compare exploration
strategy between different regimens of turbulence amplitude and frequency. If the distribution of the underlying arm
means changes, the same exploration strategy will result in a different proportion of explore to exploit choices.
Therefore, when the distribution changes, we cannot interpret changing values of exploration strategy as increase or
decrease in exploration. This is a problem in some prior models, where the underlying distribution changes with
turbulence, making it hard to interpret their results.
5In this formulation, multiple arms are likely to change their means at the same time. However, for each arm, the new
mean is an independent draw from the underlying distribution.
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3.3 | Choice process

Since the relative attractiveness of the arms is unknown to agents, and the outcomes to choices
are probabilistic, decision-makers need to sample the arms repeatedly to identify the superior
choices. This reinforcement learning process involves choosing arms based on current beliefs
and updating beliefs based on the observed payoffs to previous choices. Prior work has strongly
suggested that different firms may have different choice processes, which in turn have impor-
tant consequences for firm adaptation.

The simplest choice process used in bandit models is the ϵ-greedy model (Sutton &
Barto, 1998), where the agent's exploration strategy is denoted by the parameter “ϵ.” In this
model, the decision maker exploits, that is, chooses the best believed alternative with probabil-
ity 1-ϵ, and explores, that is, chooses the alternative believed to be suboptimal with probability
ϵ. When the agent explores, it chooses among the available alternatives randomly. As Posen
and Levinthal (2012, p. 590) point out, a key disadvantage of the ϵ-greedy model is that agents
are simultaneously too value-sensitive, and completely value insensitive. For example, if the
three arms have values [0.11, 0.10, and 0.01], the process always chooses the first arm when it
exploits and is indifferent between the second and third arms when it explores.

To overcome this issue, a second method involves the decision maker considering the rela-
tive attractiveness of available alternatives in making their exploration choices. This decision
process is widely deployed in prior bandit models and is represented by the softmax algorithm
(Camerer & Ho, 1999; Luce, 1959; Sutton & Barto, 1998) as shown below:

πi,t= exp
qi,t
τ

� �
=
XN

j=1
exp

qj,t
τ

� �
ð1Þ

in which πi,t is the probability of choosing the ith arm among the total number of available arms,
N , in round t, qi,t is the agent's belief about the mean payoff of arm i at time t, and τ>0 is the
parameter that governs the exploration strategy. As before, when the agent chooses the option that
is currently believed to be the best, it exploits; otherwise, it explores. When τ is high, the agent
simultaneously has a higher propensity to explore, that is, choose the alternative that is currently
not the best—and to explore broadly, that is, choose options with little regard to its attractiveness.
When τ is low, the agent is less likely to explore, and when it does explore, explores more narrowly.

The τ parameter translates the agent's beliefs about the available alternatives into action
choices (Posen & Levinthal, 2012). One way to interpret this parameter in an organizational set-
ting is to consider this as the innovation focus or culture of the top management team (Garg
et al., 2003); the more the innovation focus, the more likely the firm to try something novel, after
considering the attractiveness of the currently best performing choice relative to other choices. As
a widely used choice process (Posen & Levinthal, 2012 used this to model this research question),
with significant empirical traction at the individual level (Daw et al., 2006), this also serves as a
second control process, against which we can compare the other models of decision-making.

3.4 | Modeling the two parameter decision processes

As we argued previously, organizations may decouple the decisions on how much to explore
from how widely to explore. In this case, the decision of how much to explore is antecedent to
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the decision on how widely to explore (cf. Billinger et al., 2021). We implemented the two-stage
process as shown in Figure 1.6

In our model, the agent first determines whether to explore, by using the specified choice pro-
cess (ϵ-greedy or softmax) over all the arms governed by the exploration propensity parameter α. If
at this stage, the agent chooses the currently most attractive option, then the agent exploits
(by choosing the best arm), observes the outcome, and updates their beliefs (the top pathway in
Figure 1). The higher the α, the more likely the agent explores, capturing exploration propensity. If
in the first stage the agent chooses an arm that is not the best arm, then the agent explores in this
round (see the bottom pathway in Figure 1). At this point, the agent chooses among the exploration
options (i.e., among all the arms excluding the arm that is currently believed to be the most attrac-
tive), using a softmax (or ϵ-greedy) choice process with exploration breadth parameter β.7

In this way, we can decouple decisions about how much to explore (α) from decisions regard-
ing how widely to explore (β). As α increases, the agent tends to explore more often, and when it
does explore, the larger the β, the more frequent the choice of an arm currently believed to be
less valuable. We model the three decision processes outlined earlier as follows:

3.4.1 | The evaluative process

We model this process as one where both stages involve the softmax rule, where the first stage
decision on whether to explore is based on managers' current understanding of how superior

FIGURE 1 Two-parameter exploration/exploitation decision-making process. In step 1, in the standard

process and lottery process, use α instead of ϵ as the choice parameter; in the evaluative process, use α instead of τ

in Equation (1). Note that in this step, all 10 arms in the bandit are considered when making the choice. In Step

2b, in the standard and evaluative process, replace τ with β in Equation (1); in the lottery process, replace ϵ with
β. Note that in this step, we exclude the currently best believed arm from being an allowable choice; thus this

bandit only has nine arms. In the baseline implementation, the agent has a budget of 10 in each round. In this

case, in step 1, make 10 choices. Out of these 10, for the number allotted in exploration, step 2b comes into play.

Then in step 3, the payoffs are updated, and beliefs recalculated for all the choices made.

6The simulation code used (python) is available for download at https://github.com/tiberiuu/DualBandit.
7Thus, at the second step of the choice process the agent is facing a (N-1)-arm bandit.
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the currently best-performing option is relative to other available opportunities. In the second
stage, again, a committee decides which projects to fund based on their understanding of their
relative attractiveness. This process expands on prior research (Lee & Puranam, 2016; Posen &
Levinthal, 2012; Stieglitz et al., 2016), which modeled an evaluative process based on a single-
stage softmax choice.

3.4.2 | The standard process

In this process, the first-stage managers use an ϵ-greedy rule to determine whether they explore,
followed by a second stage softmax rule, where they determine how widely they explore. We
made these choices because in the standard process the first stage decision is nonevaluative, but
the second stage decision is evaluative.

3.4.3 | The lottery process

In this process, both stages employ the ϵ-greedy rule. Here, the larger the α the more the organi-
zation tends to explore, and the larger the β, the less the agent chooses the second most attrac-
tive arm, instead choosing randomly from the remaining N-2 choices.

3.5 | Belief updating process

The agent updates its beliefs about the attractiveness (i.e., mean value) of the arm every period
after it samples one of the arms.8 Following the averaging learning rule from prior work (Lee &
Puranam, 2016; Posen & Levinthal, 2012; Stieglitz et al., 2016), the belief qi,t+1 about the esti-
mated payoff of the ith arm at time t+ 1 is calculated as a function of the previous belief,
observed outcome, and the (discounted) number of times the arm has been sampled, as shown
below:

qi,t+1=qi,t+
1

ki+1
σi,t−qi,t
� � ð2Þ

Here, σi,t represents the outcome of pulling arm i at time t, and ki represents the number of
times arm i has been pulled at time t. We chose this as the baseline since in the behavioral theo-
ries, behavioral plausibility is of fundamental concern, and arguably averaging is behaviorally
the simplest and more straight-forward assumption (Posen & Levinthal, 2012). However, as
LiCalzi and Marchiori (2013) pointed out, in highly turbulent environments, it is unlikely that
managers simply average information they know to be stale. Therefore, in sensitivity analyses,
we also implemented a process where managers discount old information.

8When the agent makes multiple choices in the same period, the beliefs are updated at the end of the period,
considering both the number of times arms were chosen and each individual feedback the arms have returned.
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3.6 | Model parameter choices

To make our results comparable with those of prior work, our choice of parameters closely fol-
lows those of Posen and Levinthal (2012). Thus, we modeled a bandit with 10 arms, and for
each combination of strategy parameters (α and β), we seeded our simulation with 100,000
firms, each facing a unique environment.9

Every period the firm allocates 10 resources, each of which being allocated to either explora-
tion or exploitation, based on the firm's beliefs and selected decision-making process. We made
this choice (instead of the traditional one resource per period used in prior work) to resemble
the allocation process in firms more closely, where multiple projects are funded simultaneously,
and show sensitivity of our results to allocating only one resource per round.10

We ran the simulation for 500 periods and reported the cumulative performance averaged
over all firms at the end of the simulation. The initial beliefs across alternatives are set to be
homogenous and set to the value of 0.5, which is the actual mean value of the arms' payoff dis-
tribution. We used pilot tests to identify the range of our parameters, where we observed theo-
retically meaningful changes in behavior.11 In line with our theory, we set α and β
independently, resulting in 420 α/β combinations at each level of turbulence. Since our model
has more parameters and our search space more fine-grained, we need to use more simulations
to identify robust results compared to single parameter models (North & Macal, 2007).

As in prior research, we also assumed that exploration strategy is exogenous, but behavior
(i.e., number of exploration pulls) is endogenous to the task environment. Thus, for each level
of turbulence (η), we reported the best-performing (henceforth referred to as optimal strategies;
performance is measured as cumulative earnings) combination of exploration strategies (α and
β) at each environmental condition.

4 | ANALYSIS

4.1 | Strategies in dynamic environments—Single parameter models

4.1.1 | Evaluative process

Before we begin to analyze our results, it is useful to briefly recall findings from prior related
models. Posen and Levinthal (2012) found that as frequency of environmental change increases,
the optimal exploration strategy (τ)—that is, the exploration strategy that leads to highest per-
formance at a given turbulence level—has an inverse-U-shaped effect. We replicate these results
(see Figure 2).

9We see the general pattern in our results occurring when we seed our simulation with 5000 firms.
10In the choice-making process, the agent chooses which arms to pull at the beginning of each period, using the same
set of beliefs it had when the period started. For example, if the agent has 10 resources it first makes a choice with
parameter α 10 times. Then, assuming the agent chose to exploit six of these 10 times, it then makes a choice with the
parameter β four times to pick the arms she is going to explore from the N-1 arms in the exploration set. After all the
choices for the period are made, the agent pulls the arms as dictated and observes the outcome of her choices. At the
end of the period, after all choices are made and outcomes observed, the agent updates her beliefs.
11More specifically, in the evaluative model, α varied between .0175 and .0675, whereas β varied between .015 and .30 in
increments of .015. In the standard model, α varied between .01 and .1, and β between .01 and .40 in increments of .01.
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The fundamental intuition behind this result is that the value of exploration degrades with
increasing turbulence while its cost increases. Recall, the agent does not know whether and
when a turbulence event occurred; and they gain knowledge from experience.12 Increasing τ
increases knowledge but at a decreasing rate. In highly turbulent environments, new knowl-
edge unearthed by increasing exploration is less useful for two reasons: (a) if the agent forms
beliefs by averaging prior experience, their beliefs are likely to be inaccurate at any given point
in time, since they are the average of many different values the arm has taken over time; and
(b) by the time experience overcomes this problem to form accurate beliefs, the environment
has changed again. In sum, the slope of the knowledge curve with increasing τ flattens as turbu-
lence increases.

At the same time, the cost of exploration—the cost the agent incurs to gather more knowl-
edge by choosing an option they believe is not the best—increases for two reasons.13 First, with
increasing τ, the agent chooses more or less randomly between valuable and less valuable
choices, thus incurring a penalty. Second, with increasing τ, the agent explores more often. In
highly turbulent environments, the agent explores much more often due to belief flattening
(Posen & Levinthal, 2012). As knowledge degrades (reason [a] above) the beliefs formed by
averaging prior experience about all the arms regress toward the mean. The closer the beliefs
about arms, the greater the exploration, that is, the more the agent explores at any given strat-
egy (τ), and exploration cost skyrockets. In sum, the slope of the cost curve with increasing τ
steepens as turbulence increases.

In sum, increasing exploration (increasing τ) increases the bandit's knowledge, but at a
decreasing rate. As the environment becomes more turbulent, the rate of knowledge increase

FIGURE 2 Exploration strategy in dynamic environments (using softmax rule).

12We draw on Lee and Puranam (2016) and formally define (lack of) knowledge as the difference in the true value of
the actual best arm and the best-believed-arm, capturing how “wrong” the agent is in its beliefs. Each period we
subtract this measure from 1 so that increasing values of this measure capture increasing knowledge. In our figures, we
show cumulative knowledge at the end of the simulation by adding this up for every period.
13We define per-period exploration cost as the difference in the value of the best believed arm and the arm that is
chosen, since this is what the agent gives up by not exploiting in that round. The agent minimizes “regret” over time
when they maximize difference between cumulative knowledge and cumulative exploration cost, thus maximizing
cumulative performance (Agrawal & Goyal, 2012; Bubeck & Cesa-Bianchi, 2012; Lattimore, 2016; Lu et al., 2020).
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with increasing exploration reduces significantly. At the same time, when the agent explores, it
incurs exploration cost. With increasing turbulence, this cost cumulates rapidly. This leads to
the inverse-U-shaped curve result that Posen and Levinthal (2012) show (please see Section 1.3
in the Online Supplement for a more detailed explanation).

It is worthwhile noting two issues: (a) it is unclear whether both mechanisms of degrading
knowledge and belief flattening are necessary for this inverse-U-shaped effect to occur, or
whether the former is sufficient; and (b) this trade-off between knowledge and exploration cost
is sensitive to how beliefs are formed, and choices made, and may change the shape of Figure 2
(cf. LiCalzi & Marchiori, 2013). We discuss this in more detail in the Online Supplement,
Section 1.4.1415

4.1.2 | Nonevaluative process

Our second control process utilizes the ϵ-greedy choice rule, which we interpret as a single deci-
sion maker controlling exploration budgets, with exploratory project selection occurring by lot-
tery. The results in Figure 3 suggest that when the environment is subject to more frequent
changes, increasing ϵ leads to better performance, unlike the softmax process that resulted in
an inverted-U-shaped pattern. The difference between the two decision processes is that the
decision to explore is sensitive to the difference in beliefs between the best versus other arms in
softmax, but insensitive in ϵ-greedy. Therefore, the softmax process is highly sensitive to belief
flattening leading to endogenous exploration, which is counteracted by reducing the strategy
(τ). The ϵ-greedy process is less sensitive to belief flattening. This leads to increasing knowledge
(from exploitation learning. since the best believed arm changes often with belief flattening),
but simultaneously limits the increase exploration cost (since number of exploration pulls is
controlled by ϵ regardless of beliefs).16 Therefore, increasing ϵ leads to better performance.

4.2 | Strategies in dynamic environments—Distinguishing the two
facets of exploration

Next, we present results for our two-parameter models, which is our novel contribution to the
literature. Here, we distinguish between two facets of exploration—how much to explore or
exploration propensity (α) from the region of exploration or exploration breadth (β). As discussed
in the modeling section, here we use different choice rules (ϵ-greedy vs. softmax) for both
parameters (α and β) to distinguish between different decision processes in firms.

14In the Online Supplement, Section 1.4, we try to independently manipulate knowledge degradation and belief
flattening to understand whether both these mechanisms are necessary or only the former is sufficient to explain this
curve. Our experiments suggest that both mechanisms are necessary. When we “turn off” belief flattening by reducing
the agent's reliance on old feedback, the inverse-U-shaped effect no longer occurs.
15Although our explanation is plausible, it is not “proof.” We thank an anonymous reviewer for drawing our attention
to the imprecision in the mechanism underlying this result.
16Unlike the softmax process that is sensitive to the relative difference in attractiveness between the alternatives, here
exploration increases because different alternatives are considered the most attractive at different time periods. Thus, in
this process, the increase in exploration as beliefs become closer is much smaller. A consequence is that this process can
“settle” quickly on one (above-average) choice, which may not be useful in dynamic environments.
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Figure 4, panels a & b, c & d, and e & f, plots the α and β values that lead to maximum per-
formance at each level of environmental dynamism for the evaluative, standard, and lottery
decision processes, respectively.17 The left panels (a, c, and e) show how the optimal exploration
propensity (α) changes, whereas right panels (b, d, and f) show changes in optimal
exploration breadth (β) (recall, we label the strategy at which performance is highest at a given
turbulence level the “optimal” strategy at that turbulence level).

We find that how the optimal exploration propensity (α) changes with increasing turbulence
critically depends on the decision process. In the evaluative decision-process, which is the model
closest to prior work (i.e., Lee & Puranam, 2016; Posen & Levinthal, 2012), we see that with
increasing turbulence optimal α decreases (see Figure 4, panel a). By contrast, in the standard
decision process the optimal α remains constant (see Figure 4, panel c), whereas in the lottery
decision process the optimal α increases (see Figure 4, panel e). In contrast, exploration breadth
(β) increases with increasing turbulence in all our models, please see panels b, d, and f in
Figure 4. This figure provides evidence for our thesis that how firms explore as the environment
becomes more turbulent is dependent on the decision process, that is, whether it is hierarchical
and whether it is evaluative. Below, we provide some intuition into the underlying mechanisms,
although in such a complicated model, the mechanism may not be fully explained.18

4.2.1 | Evaluative model

We start here since it is the direct extension to Posen and Levinthal (2012). From Figure 4,
panels a and b, we note that optimal α decreases whereas optimal β increases in the two-
parameter model with increasing η, when compared to the inverse-U effect for τ in the single
parameter model. To understand the mechanism behind this result, let us first consider what
happens when one of the two parameters is held constant, and the other one changes. In this

FIGURE 3 Exploration strategy in dynamic environments (using ϵ-greedy rule).

17We omit describing the softmax-ϵ-greedy combination since we could not easily find an empirical parallel.
18We thank an anonymous reviewer for pointing out the difficulty in explaining the result in the single-parameter
model and suggesting that it may be very difficult to prove the complete mechanism in a two-parameter model.
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case, we should expect the inverse-U-shaped effect we saw from the single parameter model
(see Figure 5, panels a and b). This is because both α and β affect the knowledge and explora-
tion cost curves; therefore, when one parameter is held constant, the optimal value of the other
parameter occurs when the increase in knowledge from additional exploration is matched by
the increase in exploration cost.

To understand how the two parameters jointly determine performance, we first start with
the case when α is held constant and β varies. As β increases, the agent is more likely to choose
arms believed to be less attractive, increasing the agent's knowledge. With increasing

FIGURE 4 Exploration propensity and exploration breadth at best performance. This figure depicts optimal

exploration propensity (α) for the evaluative, standard, and lottery decision processes in panels a, c, and e,

respectively, and optimal exploration breadth (β) in panels b, d, and f, respectively. Each point on this figure

represents the combination of exploration propensity and breadth that results in the highest performance, given

the turbulence frequency. Note that they cannot be plotted on the same graph since the different functions

employed mean the Y-axis values across plots are not readily comparable.
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turbulence, an additional increment in β yields less knowledge (as in the single parameter
model, turbulence degrades the value of exploration). Thus, to maintain knowledge levels, β
needs to increase more with increasing turbulence.

However, increasing β simultaneously increases exploration cost, and it increases more as
turbulence increases. Recall that in the single parameter case, τ reduces with increasing turbu-
lence to counteract the increase in exploration costs from increasing endogenous exploration
(and we see the same pattern with β when α is held constant, see Figure 5, panel b). However,
in the two-parameter case, the increase in exploration cost can be arrested by tuning explora-
tion propensity (α), since β explores only when α allows it to explore. As we discussed in the
single parameter case, the increase in endogenous exploration is the prime culprit in increasing
exploration costs as turbulence increases. This endogenous exploration can be arrested by low-
ering exploration propensity (α).1920 When α is low, it curtails how effective β is in increasing
knowledge. In Figure 5, panel b, we see that when α is held constant at a higher value, the
corresponding optimal β is smaller than when α is held constant at a lower value (similarly
when β is held constant; Figure 5, panel a). Therefore, for the same level of knowledge gains
from exploration, when α is lowered, β needs to increase even more. We further flesh out this
intuition in the Online Supplement, Section 2.3.

4.2.2 | Standard process

In the standard process, the first stage decision (α) is performed in a nonevaluative manner and
is implemented using a ϵ-greedy function whereas in the evaluative process we use a softmax

FIGURE 5 Optimal exploration propensity and breadth when holding the other parameter constant. For the

left panel, for each η we vary α and we measure the cumulative performance of the agent at the end of the

simulation (holding β constant at β ϵ {.03, .09, .105}). The α value for which maximum performance is achieved

is plotted in this graph. For the right panel, similarly, we vary β and we measure the cumulative performance of

the agent at the end of the simulation (holding α constant at α ϵ {.03, .04, .05}). The β value for which maximum

performance is achieved is plotted in this graph.

19Please see a more complete explanation in Section 1 of the online supplement for the single parameter model, which
applies here to how α changes as well.
20Reducing β to control exploration costs while increasing α is not efficient. This is because, a low β only chooses the
second best-believed arm, which may or may not be very good. Therefore, it neither controls per-pull cost nor
cumulative exploration cost in frequently changing environments. In addition, it does not increase knowledge much.
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function. Recall that the principal difference between them is that the former is insensitive to
the relative attractiveness of the options, whereas the latter is very sensitive to it. This change
has an important effect on how the agent explores.

The evaluative agent explores a lot initially, when all options appear equally attractive; as
this agent's knowledge increases, they explore less and less, and settle on sampling only the best
few arms. Increasing turbulence resets this behavior and gets the agent to explore more without
changing strategy. The nonevaluative agent, in contrast, explores at a constant rate, regardless
of how close in value the options are, and therefore, their exploration is comparatively much
less sensitive to their knowledge. Therefore, turbulence has a markedly smaller effect on how
much they explore (see Table 1 for an illustration, when comparing η = 0 with η = 2, the num-
ber of arm changes increases 87% for the evaluative process, but only 8.5% for the nonevaluative
process). In other words, the increase in exploration is much lower for the agents following the
standard process compared to those following the evaluative process. This change therefore has
an important effect on how their optimal strategy changes with more frequent turbulence.

When turbulence increases, the agent needs to update their knowledge, accomplished by
sampling arms they believe have lower attractiveness. Recall, in the standard process, the sec-
ond stage is evaluative (same as the evaluative process). As β increases, it samples arms widely,
leading to increasing exploration cost. As beliefs readjust to shocks, it makes arms look more
equal (even if only temporarily in infrequent shock conditions). Since the softmax choice pro-
cess is sensitive to the relative values of arms, at any value of α, the agent explores more
(chooses more exploration pulls) in the evaluative process. This increase in exploration pulls fur-
ther increases exploration cost in the evaluative process, and as we saw earlier, optimal α
reduces to reduce this cost. In the standard process, since the first-stage is value insensitive, this
“feedback loop” is much smaller. Therefore, exploration cost does not increase as much, and
optimal α (as ϵ) need not reduce.

In sum, knowledge gains from increased β compensate for the increased exploration cost;
thus, optimal α is likely to stay constant or rise very slightly in the standard process as

TABLE 1 Exploration pulls and arms changed in single parameter bandit.

Softmax ϵ-Greedy

Turbulence
% Tau

Exploration
pulls

Arms
changed Epsilon

Exploration
pulls

Arms
changed

0 0.04 324.19 467.70 0.05 250.06 394.03

1 0.04 484.71 699.24 0.05 250.00 411.51

2 0.04 608.72 871.55 0.05 250.04 488.27

4 0.04 781.21 1104.91 0.05 250.00 456.20

8 0.04 1000.94 1391.98 0.05 259.17 506.54

16 0.04 1224.44 1674.58 0.05 250.01 602.72

Note: This table depicts total exploration pulls and arm changes as a result of changes in beliefs in the single parameter 10-arm
normal bandit model using softmax (evaluative model) or ϵ-greedy (standard model). The true mean of the arms is drawn from

the Normal (0.5, 0.05) distribution, and for each draw, the variance of the arm is 0.05. The table presents cumulative results at
the end of a 500-period simulation, with 10 resources allocated per period. For each resource, an individual exploration/
exploitation choice was made, using the agent's beliefs at the beginning of the period. The exploration pulls column records
how many total exploratory pulls the agent chose to make. The arms changed column records a sum of the exploratory pulls

and the number of times the best believed arm has changed during the simulation.
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turbulence becomes more frequent. At extreme turbulence, we expect α to rise because the sec-
ond stage needs to explore more to generate adequate knowledge, which it cannot do unless α
(ϵ) increases.2122

4.2.3 | Lottery process

The mechanism explained so far suggests that both optimal α and optimal β should increase
with more frequent turbulence in the lottery process. In this process, both stages of the decision
process follow an ϵ-greedy process, which means both stages are value insensitive. The second
stage being value-insensitive does not explore as much to generate knowledge about the differ-
ent arms (unlike the standard process) when turbulence increases. Therefore, for the down-
stream agent to generate adequate knowledge, they need to be allowed to explore more often,
that is, α needs to increase.

4.2.4 | Performance consequences

Which choice rule results in the highest performance? From Figure 6, we note that the two-
stage models outperform the one-stage models, and the evaluative process outperforms the stan-
dard process across all levels of turbulence. This happens due to two reasons. First, having the
ability to de-couple the exploration propensity and exploration breadth give a decisive advan-
tage to two-stage models over simpler models. This is because now each decision can be fine-
tuned in the two stage models, rather than a single decision trading-off the two competing
requirements. We note that the advantage is larger as turbulence increases, that is, when the
trade-off between the two decisions is most critical. Second, the evaluative process performs bet-
ter than the standard process, since it is able to use information more efficiently, to explore
more when the choices appear similar, but explore less when the agent believes some choices
are clearly superior to others. However, the evaluative process is also cognitively more demand-
ing, and as we saw, can lead to over-exploration (see the Online Supplement, Section 3.2 for
more detail).

Finally, we examined how deviations from optimal strategies influence firm performance.
In the Online Supplement (see Section 3.3) we show that at low η it is more important to cor-
rectly tune β, while ensuring α is within a range of acceptable values, while at high η the impor-
tance of the parameters reverses, especially for the evaluative process.

21This explanation suggests that endogenous exploration from the homogenization of beliefs is an important part of the
explanation for the evaluative process. This also suggests that the optimal exploration with more frequent turbulence for
the evaluative process when managers discount prior knowledge heavily should look more like the baseline standard
process. At extreme discounting, it should look like the baseline lottery process. We check this in the robustness
section and find that our conjecture holds true.
22We note that in our design, the firm invests 10 resources every round and thus receives 10 data points every round.
Since the exploration decision is made for each resource invested, it is more likely the firm using a softmax process
receives new data every round, sufficient to make good investment decisions. We show in the sensitivity analysis that
when the firm only invests one resource per round (instead of 10), the optimal α increases at higher levels of turbulence
also for the standard decision process.
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5 | ROBUSTNESS CHECKS

We checked the sensitivity of our results to different modeling choices. Especially important
assumptions in our model include choices on (a) the nature of the task environment, (b) the
belief formation process, especially how soon managers discard old information (c) how many
resources managers allocate per period, and (d) the nature of turbulence, esp. the amplitude of
changes that accompany a shock. Therefore, we checked robustness of our main result—
optimal β increases with more frequent turbulence, but the change to optimal α is sensitive to
the decision-making process—to these different assumptions. While we briefly present some
results here, we provide more detail in the Online Supplement.

5.1 | Changing the task environment

We altered the distribution that the underlying value of the arm is drawn from. Instead of
drawing the arms from a normal distribution (N[0.5, 0.05]), we drew the underlying value
from a Beta(2,2) distribution, which has been widely used in bandit models (i.e., Lee &
Puranam, 2016; Posen & Levinthal, 2012). In this case, feedback for each pull results in a
Bernoulli draw, with the probability of success equal to the true value of the arm. Since the
normal distribution provides more continuous feedback compared to the Bernoulli distribu-
tion, the feedback in our baseline specification is closer to the arm means and therefore
more conservative. Our results are qualitatively similar to what we find in our baseline
specification.

FIGURE 6 Relative performance of decision-making processes in dynamic environments. This figure depicts

percentage improvement in performance relative to a firm that choses alternatives completely random. As Posen

and Levinthal (2012) noted that performance is invariant to strategy at high levels of turbulence, we note that it

is also invariant to decision-making processes at turbulence levels above 8%.
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5.2 | Changing the relative importance of recent versus older
feedback

An important implicit assumption of our models is that managers are blind to environmental
change and thus equally value recent and old experience, similar to prior work (Posen &
Levinthal, 2012). How much managers are prone to inertia is hotly debated theoretically. On
the modeling side, predictions of bandit models with infinite memory are sensitive to the dura-
tion of the experiment (Denrell, 2005), and overweight stale information in dynamic environ-
ments (LiCalzi & Marchiori, 2013). Thus, it is important to examine how robust our findings
are to different assumptions about managerial inertia modeled as how much they discount
memory. It is also important to examine in our context since one of the key mechanisms at play
both in our model and the Posen and Levinthal (2012) model, belief flattening, is critically
influenced by this assumption.23 To evaluate robustness, we discount experience ki in
Equation (2). Following Christensen et al. (2021), we calculate the value of ki based on the dis-
count parameter γ:

ki,t=1 if g Itð Þ+γ �ki,t−1 ð3Þ

where 1 if g Itð Þ takes the value 1 when arm i was pulled at time t, and 0 otherwise (see also
Kocsis & Szepesv�ari, 2006). For alternatives that are not selected in a given period
qi,t+1=qi,t.

24 In the baseline model, we set γ=1, that is, classic averaging. In subsequent experi-
ments, we used discount factors γ ϵ {0.99, 0.95}, to better understand the value of forgetting.
This is an important check since model dynamics is likely to be very sensitive to the belief for-
mation process as described previously using the parameter γ in Equation (3). The higher the
discounting, the more the managers weigh recent feedback as more important than old experi-
ences. Increased discounting creates sharper beliefs and therefore reduces endogenous
exploration.

Figure 7 indicates how optimal α (panels a, c, and e) and β (panels b, d, and f ) for the
three decision processes change as firms discount old experience (for γ=0:99 and
γ=0:95), compared to the model with “no discounting” (γ = 1). Our first observation is that the
shape of the curve, for α and β are robust to discounting old experience. In the evaluative pro-
cess, α decreases more slowly, the higher the memory decay. In the standard and the lottery pro-
cesses, optimal α increases with higher memory decay. In all three processes, optimal β
increases with increasing memory discounting. We explain these results in Section 2.4 of the
Online Supplement.

23In Section 1.4 of the Online Supplement, we examine the robustness of Posen and Levinthal (2012) model to this
assumption and use it to gain greater clarity on the mechanisms underlying their finding. This exercise then extends to
our model as well in Section 2.4.
24Even when the arm i is not selected in period t, we discount the value of ki using the parameter γ. Consider, for
example, when an arm is selected three times, in periods 1, 2, and 75. At the end of period 75, ki will be 3 when γ = 1,
1.955 when γ = 0.99, and 1.046 when γ = 0.95. As a result, the value of the fraction 1

ki+1 which represents how much,
which represents how much weight this third feedback will have on the updated belief of the agent, respectively.
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5.3 | Changing the resource allocation format

Instead of allocating 10 resources every period, we repeat our analysis by allocating just one
resource per period.25 When 10 resources are allocated per period, the feedback received is
aggregated over multiple trials and therefore more accurate. Thus, the underlying mechanism
should exacerbate changes in the parameters when only one resource is allocated per period.
We observe this pattern for both the α and β parameters (please see Sections 2.3 and 3.1 of the
Online Supplement).

5.4 | Turbulence amplitude

Next we discuss how the decisions regarding how much to explore and where to explore change
with different levels of turbulence amplitude. The lower the amplitude of change, the less
abrupt the change in customer preferences. We observe the same pattern in the change of our
parameters α and β, only at a lower slope; that is, α decreases more gently, and β increases more
gently. This happens because when the shock preserves a portion of the prior value of the arm,
it destroys knowledge to a lesser extent. We replicate Figures 4 and 7 in Section 3.1 of the
Online Supplement at lower values of λ (λ = 0.5 and λ = 0.2; baseline λ = 1).

5.5 | Changing initial beliefs

In the next test, we checked robustness to initial beliefs. Instead of assigning homogenous
beliefs about all arms, we checked robustness to (a) accurate beliefs and (b) random beliefs.26 In
the first case, the agents' initial beliefs for the arms are set to the true mean values of their pay-
off distribution; that is, managers knew their choices perfectly before turbulence occurs. In the
second case, the agents' initial beliefs for the arms are set to a random value. In both cases,
the shape of the curve is similar for α and β to the baseline. All results remain robust (see
Online Supplement, Section 3.4).

5.6 | Changing the number of parameters

Finally, while each of our experiments outperforms the same experiment with a single explora-
tion parameter, it is plausible that adding more parameters to describe exploration may further
improve performance. We did not find a benefit of adding a third parameter. We explain this in
more detail in the Online Supplement (Section 3.5).

25When allocating one resource per period, we extended the time horizon of the simulation to 1500 periods (thus
allocating 1500 total resources, compared with 5000 total resources allocated when the per period allocation was
10 resources). To ensure results are not biased by the total resource allocation, we also repeat the simulation with
shorter time horizons (50, 100, 150 periods) for the model with 10 resources allocated per period. Results are
qualitatively the same and are available from the authors upon request.
26We thank an anonymous reviewer for suggesting this robustness check.
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5.7 | Limits and extensions

As with all research, our model has various limitations. Interdependencies across arms may
influence how exploration strategies develop. We recognize that the presence of such links
may introduce additional relevant complications our model cannot address. A possibly fruitful
extension could endogenize exploration strategies, given that managerial behavior may be
shaped by organizational slack, or performance aspirations. Another extension of this research
could consider how exploration intensity and breadth strategies may vary in different

FIGURE 7 Exploration propensity and exploration breadth at best performance for firms with discounting

older experience. This figure depicts optimal exploration propensity (α) for the evaluative, standard, and lottery

decision processes in panels a, c, and e, respectively, and optimal exploration breadth (β) in panels b, d, and f,

respectively. Each point on this figure represents the combination of α and β that results in the highest

performance, given the turbulence frequency(η) and memory discounting level (γ), at high turbulence

amplitude (λ = 1).
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hierarchies, which may be more or less centralized, and where information may be summarized
more or less when it crosses hierarchical boundaries. In addition, in our model, cumulative per-
formance difference between the non-optimal and optimal parameters is small in absolute
terms, although sizeable in relative terms when compared with the baseline of random choice.
However, “effect sizes” in models are not always indicative of “effect sizes” in empirical
research. Current empirical work suggests that changes in exploration breadth meaningfully
alters firm performance, although we do not know how it changes in conjunction with changes
in exploration propensity.

Our second limitation concerns the mechanism. Although we have explained the intuition
behind the mechanism—that the two-parameter model is able to regulate the tradeoff between
exploration cost and knowledge gains more precisely compared to the single parameter model,
this may not be the only mechanism in play. This is a complex model, and we note that the pre-
cise mechanism underlying the single-parameter model results in Posen and Levinthal (2012)
that we build on is imprecisely understood. Thus, although we propose an explanation, it may
need to be supplemented with other mechanisms for a complete explanation of the patterns we
observe. Despite this limitation, we note that the model advances research in two important
ways. First, it is more indicative of hierarchical decision-making in organizations, and suggest
this process is more efficient at adaptation than what the unitary actor model would suggest.
Second, it suggests that how the firm adapts to environmental turbulence is heavily dependent
on its decision-making process, clarifying the importance for controlling for the process in
future empirical and theoretical work in this domain.

6 | DISCUSSION AND CONCLUSIONS

In this article, we examine how optimal strategies for exploration change as the environment
becomes more turbulent (or dynamic). Despite important advances in our knowledge regarding
how firms balance exploration and exploitation, little consensus exists on how much firms
should explore (vs. exploit) under different levels of environmental change. Prior work has
attempted to reconcile these mixed predictions and findings by understanding how different
facets of environmental dynamism influence optimal exploration strategies (Stieglitz
et al., 2016).

We departed from prior work by unpacking the unitary actor model. We argued that
explore-exploit decisions in firms are separated both temporally and hierarchically. Thus, we
consider how different facets of exploration—exploration propensity versus exploration
breadth—need to change as the environment becomes more turbulent. Disentangling these dif-
ferent facets brings to the forefront the idea that decisions to explore versus exploit are
organizational—different members of the organization undertake them, and perhaps follow dif-
ferent decision processes that are black boxed by the unitary actor model. In line with this
objective, we examine three different decision processes in how firms make explore-exploit
decisions and understand how they need to change for superior performance in turbulent
environments.

The results from our model suggest that as turbulence increases, firms need to reduce, keep
constant, or increase their exploration propensity, depending on their decision process. How-
ever, in all cases firms simultaneously need to increase their exploration breadth strategy. These
baseline findings were remarkably stable to different assumptions. This secular trend becomes
much more pronounced when the environment changed both frequently and unpredictably.
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Surprisingly, these trends were also stable to differing assumptions about managers' inertia in
decision-making, modeled as how much they discount historical feedback as the environment
becomes more dynamic, and to how well they know their environments before turbulence
occurred.

Our model also suggested some nuanced understanding of these baseline trends. We
predicted that when the environment is changing frequently, it is more important to identify
the correct level of exploration propensity, with exploration breadth set at a fairly high level.
This complexity may be mitigated for firms utilizing the standard process since a simple but
accurate “gatekeeper” for firm exploration improves search performance.27 In contrast, when
the environment changes only infrequently, it is more important to pay attention to how widely
the firm is exploring, since too narrow a search can fail to identify good opportunities but too
broad a search can lead to wasted effort that discounts the firm's knowledge base. In this case,
identifying the optimal exploration propensity takes somewhat of a back seat. Thus, our
enhanced model provides clearer and more actionable predictions compared to prior work.

These results offer an additional pathway to reconcile the mixed findings in prior work on
how firms should adapt to environmental change, as well as make new predictions that we can
test in future empirical work. We reconcile predictions from prior theoretical work by reconcil-
ing the different assumptions they make about environmental turbulence. For example,
Eisenhardt and Martin (2000) and Keller and Rady (1999) assume “high velocity” environments
that change fast and in unpredictable ways, and caution firms against over-exploring in these
environments, but do not compare them to how firms should respond when the environment
changes only infrequently but can be competence enhancing or destroying. Kim and Rhee
(2009) focus on exploration breath, assuming the firm always explores, and find that increased
breadth is beneficial in high turbulent environments. These results can be thought of “special
cases” of our more “general” treatment, which allows us to make further predictions about opti-
mal strategies in different environments.

Turning to empirical work, many studies that suggest the importance of increasing explora-
tion with higher turbulence have measured exploration using a breadth or variety measure
(e.g., Garg et al., 2003; Klingebiel & Joseph, 2016; Nadkarni & Narayanan, 2007). Schilke (2014)
suggests an inverse-U-shaped effect and Barnett and Freeman (2001) found a negative effect
using measures more related to the “how much to explore” dimension. Interestingly, we find
almost no published papers using traditional measures of exploration, such as R&D budgets or
R&D intensity on performance in more versus less turbulent environments. Our finding is that
this relationship is very sensitive to the decision-making process, which is often not controlled
for. Thus, this lack of studies is perhaps not surprising given well-known publishing biases such
as not publishing null results and the file-drawer problem (Ioannidis, 2005; Rosenthal, 1979).

In addition, our model speaks to changes in exploration strategy, but not exploration behav-
ior. Exploration behavior, as in number of exploration choices, may increase even when explo-
ration strategy decreases (see Posen & Levinthal, 2012 for a detailed discussion of these effects).
Thus, relationship between performance and measures of behavior such as new product intro-
duction may differ from measures of strategy such as R&D intensity or TMT incentive contracts
for exploration. However, there is a lack of empirical work that explicitly measures how facets
of exploration strategy, such as incentive contracts or introducing a culture of innovation, needs
to change in turbulent environments. Thus, although our theoretical work exploring the contin-
gent effect of the type of exploration has important implications for future empirical work in

27We thank an anonymous referee for pointing this simple way of communicating our result.
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better understanding the relationship between exploration and performance, we caution against
over-interpreting our results directly against current empirical work, especially our results on
exploration propensity (our results suggest exploration breadth always increases, making it a lit-
tle less problematic to equate strategy and behavior when interpreting empirical work).

In addition, our findings also shed some light on the mechanisms underlying why the struc-
tural mode of achieving ambidexterity may be superior to the contextual mode, as speculated
by O'Reilly and Tushman (2013). They argue that the contextual mode often fails when the
environment radically changes because employees rarely have the authority to significantly
deviate from their mandated activities, but senior management who hold the reins can make
that possible in the structural mode (see also Benner, 2009).

Our model suggests another explanation: cognitively, individuals may not be able to balance
the dueling effects of exploration. By distinguishing between the two facets of exploration, our
model suggests that one of these facets decreases or remains constant simultaneously when the
other facet increases, in the more common decision situations. Recent empirical work in psy-
chology shows that a single parameter (the exploration temperature in the softmax equation)
fits individual behavior very well (Daw et al., 2006). The upshot of this finding is that when
individuals explore more, they simultaneously explore more broadly, which hampers firms that
rely on individual adaptation efforts. Organizations, however, can transcend this limitation by
structurally separating exploration activities from exploitation activities; either by conducting
them in different units (Tushman & O'Reilly, 1996) or even separating them across firm bound-
aries (Lavie et al., 2011; Stettner & Lavie, 2014). Thus, they can control propensity separately
from breadth. Examples of this approach include open innovation efforts such as the P&G Con-
nect and Develop program and the acquisition-reliant product development at Cisco.

Our model also offers the additional insight that such approaches are valuable even when
the environment is not changing radically but changes often. Frequent shocks, even though
incremental, change the environment significantly over a period of time (McKendrick &
Wade, 2009). Thus, our results suggest that contextual ambidexterity is most appropriate when
the environment undergoes only infrequent changes and these changes do not significantly
alter the relative attractiveness of firms' capabilities; in other words, when they are not
competence-destroying (Tushman & Anderson, 1986). Our model therefore offers an explana-
tion for why innovation approaches such as the 80/20 rule—one means of achieving contextual
ambidexterity—provide benefits for some firms such as 3M (Govindarajan & Srinivas, 2013) but
appear to backfire for others like Google (D'Onfro, 2015; Solomon, 2016; Towsend, 2013).

Our model offers insights on the core question of how organizations should adapt in
dynamic environments and specifically points out the important role of pursuing broad innova-
tion strategies. Our findings are in line with significant practitioner concerns about encouraging
radical innovation in their organizations (Criscuolo et al., 2017; Govindarajan & Srinivas, 2013)
and further argues that optimal exploration propensities for firms are dependent on the
decision-making processes they employ. The contrasting empirical results and the different
advice offered in the business press on how managers' should tackle the turbulence problem
has resulted in some confusion about how best to tackle this challenge. Our model offers a theo-
retical basis for reconciling these ideas and provides a framework for future empirical research.
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